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ABSTRACT

Question Generation for Educational Assessment
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Jeonbuk National University

Masked Face Recognition (MFR), which refers to recognizing an individual identity when wearing a facial mask, is the greatest challenging research topic in computer vision. At the same time, the research on facial recognition has reached the peak of progress and introduced many robust methods. However, since the outbreak of COVID-19 has spread worldwide, people have to wear facial masks regularly, making existing face recognition methods less reliable. To overcome the difficulties, we introduce a novel deep learning method based on the convolutional block attention module (CBAM) and angular margin Arcface loss to solve the problem of MFR. CBAM is integrated with convolutional neural networks (CNNs) to extract the input image feature maps, particularly the region around the eyes. ArcFace is used as a training loss function to optimize the feature embedding and enhance the discriminative feature for MFR. Because of the insufficient masked face images for the training model, this study uses the data augmentation method to generate masked face images from the common face recognition dataset. We evaluated the proposed method using the well-known masked image version of LFW, AgeDB-30, CFP-FP, and real mask image MFR2 verification datasets. A variety of experiments were carried out, which confirmed that the proposed method offers improvements to MFR compared with the current state-of-the-art methods.

**Keywords:** face recognition, masked face recognition, deep learning, attention mechanism, margin loss, COVID-19.

The author of this thesis is a Global Korea Scholarship(GKS) scholar sponsored by the Korean Government.

# Introduction

## 1.1 Overview

Face Recognition (FR) has been one of the most important research topics for many years. The trend of developing methods for FR has almost reached its peak. With the influence of the deep convolutional neural networks (DCNNs), the current existing algorithms using deep learning methods [1-6] have achieved superior accuracy for FR. The systems based on FR are widely used in many areas worldwide, including airports, community gates, and trains. It is also employed in some authentication applications, such as face-to-face attendance monitoring and mobile payments based on face profiles.

Since the emergence of COVID-19 pneumonia, a viral infection caused by server acute respiratory syndrome [7], has spread globally, many major challenges have arisen in daily human lives. COVID-19 disease is transmitted from person to person through close contact, as presented in [8]. People need to follow the rules by keeping a social distance, washing their hands often, and using a protective mask face in public regularly to protect themselves from virus infection. However, following the rule by wearing a face mask will impact current FR application systems based on human facial recognition. In the real-world FR application system, face occlusion, particularly masked face occlusion, will significantly affect existing FR performance and decrease re-identification accuracy [9].

Furthermore, many businesses have already implemented the required datasets for facial recognition as a person verification or identification method. Facial verification, often known as one-to-one (1:1) matching, is a method of verifying if someone is who they claim to be. In order to execute secure verification, a personal facial image is captured, from which a biometric template is constructed and matched to an existing facial signature. In contrast, facial identification, often known as one-to-man (1:N) matching, is a biometric recognition that compares and analyzes an individual pattern against a vast dataset of known faces.

Modern deep learning-based models using DCNN have enough abilities to extract the face image features and learn important key features such as face edges, mouth, nose, and eyes [10]. However, with the presence of face masks, most of the key features are occluded, making the features extraction process more complicated. Since traditional methods for FR have been designed specifically to work with the entire face information, wearing a face mask makes the models lose about 50% of the useful information [11]. The face mask blocks important features such as the mouth and nose, making the face feature structure an obstruction, as stated in [12]. This particular issue has lately emerged as a serious barrier to the field of FR. Therefore, novel methods must be invented, or modification of the existing algorithms must be determined in this context.

There are two closely different research domains. One is face mask recognition (FMR), and another is MFR. FMR is used to recognize faces wearing a mask. Many robust solutions have been introduced [13-15] to solve the FMR, while MFR still needs further exploration. Recently, many scholars have presented their methods to address the MFR problems using deep learning techniques [10, 12, 16-21]. In addition, because of insufficient masked face images, several masked face datasets [12, 22, 23] and data augmentation tools [10, 12] for generating simulated masked images have been proposed. A review paper summarized the currently proposed method for MFR is studied in [24].

Hence, this thesis proposes a method to solve the problem of MFR by verifying individuals with the masked face using an attention module and angular margin loss ArcFace. This thesis uses ResNet-50 [25] network with some modifications based on work implemented by Deng et al. [5] integrated with the CBAM attention module presented by Woo et al. [26].

## 1.2 Challenges of MFR

Existing works on MFR have certain limitations, such as the lack of robust methods and datasets to tackle this problem. Deep learning methods require a large number of training datasets, and it is an interesting challenge to find the best solution to handle MFR tasks for several reasons.

* Key features such as mouth, nose, and chin are occluded. It means effective and discriminative features are significantly reduced
* There is no large-scale masked face training and testing dataset available publicly
* The lack of a large-scale masked face dataset causes the model not to be able to learn all of the significant feature maps
* Collecting and annotating millions of masked face datasets is laborious and time-consuming.

## 1.3 Contributions

This thesis introduces an approach based on the attention mechanism integrated with the refined ResNet-50 network architecture to contribute to this task. The following are the primary contributions of this thesis:

1. Generate simulated masked face images from existing regular face recognition datasets for the training dataset and verification dataset using data augmentation
2. Propose a new novel masked face recognition using deep learning network architecture based on attention module and ArcFace angular loss
3. Integrate attention module with refined ResNet-50 as a backbone for feature extraction network without adding any additional computational cost
4. Furthermore, we evaluate the performance of the proposed method on our generated verification, and the real masked face image dataset proved that our method achieves high accuracy.

# Related Works

## 2.1 Face Recognition

FR is one of the most significant tasks in computer vision, and it has received much attention from scholars. Many researchers have introduced robust methods [1-6] to solve the FR problem. Therefore, many recognition systems have used facial recognition techniques for security check purposes. However, the existence of face disturbances such as occlusions and variations in lighting and facial emotions has a detrimental impact on the performance of FR algorithms. Traditional FR approaches are confused with intricate and occluded faces for MFR, increasing the necessity for altering them to learn masked face representations.

The National Institute of Standards and Technology (NIST) [27] demonstrated the performance of a collection of facial recognition algorithms built and turned after the COVID-19 epidemic. They observed that when the facial mask covers faces, recognition performance deteriorates, and most recognition algorithms assessed after the epidemic still perform poorly. After the success of FR research, the researchers have continued to focus on occluded face recognition challenges [18, 28, 29]. Occluded face recognition is a general facial occlusion challenge since the human face can be obscured by something anywhere, in any size or shape [30]. After the COVID-19 pandemic, MFR becomes one of the greatest challenges in the FR domain. MFR is a specific facial occlusion challenge since the essential part of the face (mouth, nose, chin) is occluded. The objective of the study on MFR is to identify or verify a specific identity when wearing a facial mask. It has attracted many scholars who have intended to challenge this problem by introducing different methods. Below are some existing methods proposed by many scholars to solve occluded face recognition and MFR.

Song et al. [18] presented a new technique to address partial occlusion by discovering and disposing corrupted feature elements from recognition. This study decomposed the face recognition challenge under random partial occlusions into three stages. First, pair-wise differential siamese network (PDSN) as a learning mask generator to capture the correspondence between the occluded facial block and corrupted feature elements. Second, build a masked dictionary from the learned mask generator in the previous stage to composite the Feature Discarding Mask (FDM). Third, a combination of the FDM of random partial occlusions from the dictionary is multiplied by the original feature to eliminate the effect of partial occlusions from recognition.

Various research adopted restoration-based methods to restore the missing part of the face image and reconstruct the new face image from the training dataset. Sparse representation-based classification (SRC) [31] on robust occlusion face recognition is a pioneering work in image construction. Later, various extended versions of SRC were introduced for specific challenges in face recognition, such as the extended SRC (ESRC) [32] and sparse group coding (GSC) [33] for under-sample face recognition tasks, and increasing the power of discriminator for image reconstruction, respectively. Many other traditional methods focused on reconstructing the missing parts of the image. For occlusion face recognition, Yuan et al. [34] applied a support vector discrimination dictionary and Gabor occlusion dictionary based-based SRC (SVGSRC). A robust occlusion face recognition classification scheme based on depth dictionary representation was also discussed in [35]. These image reconstruction methods have done great work. However, these methods necessitate an extensive dictionary when the gallery images of each subject are frequently insufficient in practical scenarios. Increasing large gallery images leads to a complex issue and limitation in the generalization.

Since the introduction of Generative Adversarial Nets (GANs) [36], many researchers have abandoned traditional methods and replaced them with GAN methods. Yeh et al. [37] used a semantic image inpainting-based to generate the corrupted pixel and region. Li et al. [38] presented a model to learn the global and local structure of the image and complete the missing region by reconstructing the corrupted part. Din et al. [19] also proposed a model that can remove the mask part and complete the mask occlusion part of the facial images. First, their model detects the mask region and produces it as binary segmentation. Then, they use two discriminators based on the GAN network to learn the global structure and missing part of the facial image. However, these approaches do not evaluate the recognition performance with their model. Unlike the previous GAN-based method, Li et al. [39] also presented an algorithm framework that consists of de-occlusion and distillation modules. The de-occlusion module uses GAN to perform masked face completion, which recovers the occluded features under the mask and eliminates the appearance uncertainty. The distillation module uses pre-trained model to perform face classification. On the simulated LFW dataset, their highest accuracy is 95.44% for recognition performance.

MFR became the necessary topic for research during the COVID-19 epidemic. Mandal et al. [16] proposed a new framework to handle the FMR problem using deep network-based ResNet-50 [25]. The authors trained the network using the small Real-world Masked Face Recognition Dataset (RMFRD) offered by [22]. However, this method did not yield a decent result because the used network only works with the non-occlusion face. Anwar and Raychowdhury [10] presented a similar strategy by using a deep network-based face recognition system, FaceNet [1], to train with their dataset VGGFace2-mini-SM1. They used their own proposed simulated masked face dataset to train the network. This method produced better results than the first method since they trained with a large dataset from scratch.

Huang et al. [40] used deep network-based face recognition systems, ArcFace [5], to train with their simulated dataset WebFace-OCC. Their simulated dataset is generated with random occlusion (mask, glasses); the network can learn more features than the masked dataset. However, their performance results greatly decreased when tested with only the masked face dataset. Walid Hariri [17] proposed a new method to discard the occlusion region. Their method is deep learning-based using the pre-train network to handle the MFR problem. They applied the cropping filter technique to remove the occlusion part covered with a face mask and extract only the non-masked face region. Firstly, they normalized all input images into pixels. After then, they divided the images partition into 100 fixed-size square blocks. It means each block is pixels size. Finally, they successfully extract only the non-masked region by considering the upper half part of the block from 1 to 50. This technique can discard non-masked face areas from each image well. However, it cannot guarantee a clean elimination of non-masked face parts since all face masks do not stay in the same position

Recent work attempts to deal with MFR using attention mechanisms. Li et al. [20] proposed a new strategy by integrating a cropping-based and attention-based approach with the CBAM [26]. The cropping-based process removes the masked face region from face images. They conducted several cropping proportion cases of the input image to find the best one to achieve the best recognition accuracy. In the attention-based process, the masked face features and features around the eyes are given a low and higher weight, respectively. The author reported that their approach achieves 92.61% MFR accuracy. Hongxia Deng et al. [12] proposed an algorithm using cosine loss (MFCosfacce) to address the MFR. As a result, their method improved the accuracy of masked face recognition compared to the first method based on attention. They also designed an Att-Inception module that combined the convolutional block attention module with Inception-ResNet to help the model pay greater attention to the region not covered by the mask. This technique provided slightly improve in verification task on generation dataset.

Current works inspire our work. By observing the strength of the attention module that plays an important role in MFR work, we extend them further by proposing a novel network architecture by integrating the attention module with the refined ResNet-50 network provided in the ArcFace repository. We also use a data augmentation tool to generate the masked face images version for model training and evaluation.

## 2.2 Attention Mechanism

In general, attention is the cognitive activity of selectively focusing on something and taking more important notice while disregarding others. For example, there are one apple and an orange on the table. If we look at the apple, our attention allows us to focus on the apple with high resolution while perceiving the orange and the surrounding in low resolution. It means human visual attention allows us to focus on an object of interest effectively. In deep learning, the attention mechanism was first introduced in Natural Language Processing (NLP) in 2017 by Google Brain [41]. Later, it works as an essential role in many visual tasks, e.g., image classification [26, 42], semantic segmentation [43, 44], object detection [45, 46], person re-identification [47, 48], action recognition [49, 50], face recognition [51, 52]. In [26], CBAM is a lightweight attention module that consists of two sub-modules. These modules can pay more attention to the meaningful and informative part of the input image. Motivated by this observation, this paper adopts CBAM in the proposed network to figure out MFR.

## 2.3 Masked Dataset

Many face recognition datasets have been proposed and provided publicly in the past years. However, it is not sufficient for the masked face dataset to train the deep learning model. Several recent works have contributed to tackling the insufficient masked face dataset. Wang et al. [22] introduced three types of masked faces: Real-world Masked Face Recognition Dataset (RMFRD) contains 5,000 masked images and 90,000 no-masked images of 525 identities. The Masked Face Detection Dataset (MFDD) includes 24,771 masked face images. The Simulated Masked Face Recognition Dataset (SMFRD) consists of 500,000 face images of 10,000 identities. We cannot use these datasets to train and evaluate our work since real masked images are small and imbalanced. Furthermore, there have no corresponding images for the simulated dataset are provided. Boutros et al. [21] generated a masked face image version of MS1MV2 [5] that consists of 58 million images of 85,000 identities noted as MS1MV2-Masked. However, they do not provide it for public usage. Anwar and Raychowdhury [10] proposed a tool for masking faces in images so-called MaskTheFace. MaskTheFace can generate the masked face based on a face landmarks detector to construct masked face datasets. Deng et al. [12] introduced VGG-Face2\_m simulated dataset, which is generated from the VGG-Face2 face image dataset. VGG-Face2\_m contains around 3.3 million images and 9131 identities. They selected only forty images for each identity to generate masked images and combined them with corresponding images to get the VGG-Face2\_m dataset. We follow [10] to generate the new dataset for the training and validation of our model. Moreover, we also use the VGG-Face2\_m dataset to train our model for comparing performance. Figure

2.1 shows some samples of the available masked face dataset.

|  |
| --- |
|  |
| (a) |
|  |
| (b) |

**Figure 2.1** Samples of the masked face datasets. (a) The SMFRD dataset; (b) The VGG-Face2\_m dataset.

**Table 2. 1** A summary of occlusion and MFR approaches.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Ref | Model | Method | Require  -ment | Dataset |
| [18] | CNN-based PDSN | Pair-wise differential siamese network | ResNet-50 | CASIA-WebFace, LFW, AR, MegaFace |
| [31] | SRC | Image restoration-based | - | Extended Yale B, AR |
| [32] | ESRC | Image restoration-based | - | AR, FERET |
| [33] | SVGSRC | Image restoration-based | - | AR |
| [35] | NMR | Image restoration-based | - | Extended Yale B, AR, FRGC, EURECOM |
| [37] | GANs | Inpainting-based | DCGANs | CelebA, SVHN, Stanford Cars |
| [19] | GANs | Image reconstruction-based | VGG-19 | CelebA |
| [38] | GANs | Image reconstruction-based | VGG-19 | CelebA |
| [10] | MaskTheFace | MaskTheFace with FaceNet | FaceNet | VGGFace2-mini,  VGGFace2-mini-SM1, LFW-SM, MFR2 |
| [16] | CNNs | Re-train network-based | ResNet-50 | RMFRD |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Ref | Model | Method | Require  -ment | Dataset |
| [40] | CenterFace, SphereFace, FaceNet, CosFace, ArcFace, MaskNet | Re-train network-based | ResNet-50 | Webface-OCC, LFW, LFW-mask, CFP-FP, CFP-FP-mask, AgeDB-30, AgeDB-30-mask, RMFRD |
| [53] | Pre-trained CNNs | Occlusion discarding-based | VGG-16, AlexNet,  ResNet-50 | RMFRD, SMFRD |
| [26] | CBAM | Face cropping-based | ResNet-50 | SMFRD, Webface, AR, Extended Yela B |
| [12] | MFCosface | Large margin cosine loss | Inception-ResNet-v1 | VGGFace2\_m, LFW\_m, CASIA-FaceV5\_m, MFR2, RMFD |

# Methodology

## 3.1 Convolutional Neural Network (CNN)

A variety of advancements in Computer Vision (CV) have occurred throughout the years. Especially with the introduction of Convolutional Neural Networks (CNNs), many research approaches are getting state-of-the-art results on image classification and image recognition problems. To handle the complexity of the data, the researchers tend to make a deeper neural network (increasing the number of layers) to solve such complex tasks and improve the classification/recognition accuracy.

* **Basic architectures of CNN**

CNN, also called ConvNet, is a deep learning algorithm that can take an input image, assign importance (learnable weights and biases) to various aspects/objects in the image, and differentiate one from the other. The basic architectures of CNN are primarily comprised of three layers: convolutional layer, pooling layers, and fully connected layer. A rough draft of CNN architecture for image classification is illustrated in Figure 3.1.

|  |
| --- |
|  |

**Figure 3.1** The basic CNN architecture for image classification.

The convolutional layer plays an essential role in CNN operation. The parameters of these layers focus on the use of learnable kernels, which are usually small in spatial dimensionality. However, spread along the entirety of the depth of the input. The convolutional layer can significantly reduce the complexity of the model by optimizing its output from three hyperparameters depth, stride, and zero-padding. Parameter sharing is another feature of the convolutional layer, which works on the assumption that if one region feature is helpful to compute at a set spatial region, then it is likely to be useful in other regions. Thus, the convolutional layer produces a massive reduction in the number of parameters.

The pooling layer aims to gradually reduce the dimensionality of the feature maps and thus further reduce the number of parameters and the computational complexity of the model. The pooling layer operates over each activation map in the input and scales its dimensionality using the max function. In most CNNs, these are implemented in the form of max-pooling layers with kernels of dimensionality applied stride of 2 along the spatial dimensions of the input. Therefore, this scales the feature maps down to 1/4 of the previous size while maintaining the depth volume to its standard size.

At the top of the stack, several regular, fully connected layers (also known as dense layers) are added. The fully connected layer contains neurons directly connected to the other neurons in the two adjacent layers without connecting them. This is analogous to how neurons are arranged in traditional artificial neural networks (ANN) forms.

* **Popular CNN model**

Various CNN models are devised for image classification and further applied in other CV tasks. For instance, AlexNet [54], VGGNet [55], GogLeNet [56], and ResNet [25]. The ResNet is emphatically introduced here because it is employed in this thesis.

ResNet, short for Residual Network, is again a specific type of neural network introduced in 2015 by Kaiming He et al. [25] in their paper “Deep Residual Learning for Image Recognition.” It has multiple depth variations, i.e. 18, 34, 50, 101, 152 layers. Two or more digits follow the name ResNet after the ResNet architecture with a certain number of neural network layers. The ResNet architecture comprises a stack of residual blocks; thus, it can build a very deep layer compared to other networks. The main idea of ResNet is to make skip connections between different layers in the residual block. The residual block consists of several convolutional layers and a global average pooling layers. Only one fully connected layer is connected with 1000 neurons for image classification at the end of ResNet. Different from VGGNet, there is no dropout layer in ResNet. A residual block for ResNet is illustrated in Figure 3.2.

|  |
| --- |
| Diagram  Description automatically generated |

**Figure 3.2** The residual block of ResNet.

As the main idea of ResNet is to skip connections between different layers in the residual block, we can go a little more about the residual block. Residual blocks are stacks of layers set so that the output of a layer is taken and added to another layer deeper in the block. In theory, having a deeper network should only help; however, in reality, the deeper network has higher training error and thus test error. When deeper networks start converging, a degradation problem has been exposed: accuracy gets saturated. It degrades rapidly with the network depth increasing. Using deeper networks degrades the performance of the model. The key idea is that, instead of letting layers learn the underlying mapping, let the network fit the residual mapping. So, instead of, say ![](data:image/x-wmf;base64,183GmgAAAAAAACAD4AECCQAAAADTXAEACQAAAywBAAACAIUAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgASADCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///83////gAgAArQEAAAUAAAAJAgAAAAIFAAAAFAJAATsAHAAAAPsCoP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAHjUGQBnNmp1QK1ydQAAAAAEAAAALQEAAA0AAAAyCgAAAAAEAAAASCh4Kf0AcwCwAMAChQAAACYGDwD/AEFwcHNNRkNDAQDYAAAA2AAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIR9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgCBSAACAIEoAAIAgXgAAgCBKQAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAA+gGKCgAACgB8RWZbfEVmW/oBigog3hkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) , initial mapping, ![](data:image/x-wmf;base64,183GmgAAAAAAAGAJ4AEBCQAAAACQVgEACQAAA2ABAAACAKUAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAWAJCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///83///8gCQAArQEAAAUAAAAJAgAAAAIFAAAAFAJAATsAHAAAAPsCoP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAHjUGQBnNmp1QK1ydQAAAAAEAAAALQEAACEAAAAyCgAAAAARAAAARih4KSA6ID0gSCh4KSAtIHgAwABzALAAcwBYAF0AWADGAFgA/QBzALAAcwBYAG4AWADAAqUAAAAmBg8AQAFBcHBzTUZDQwEAGQEAABkBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEfRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAgUYAAgCBKAACAIF4AAIAgSkAAgCBIAACAIE6AAIAgSAAAgCBPQACAIEgAAIAgUgAAgCBKAACAIF4AAIAgSkAAgCBIAACAIEtAAIAgSAAAgCBeAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAD6AYoKAAAKAK9BZlavQWZW+gGKCiDeGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA) which gives ![](data:image/x-wmf;base64,183GmgAAAAAAAAAK4AEACQAAAADxVQEACQAAA2UBAAACAKoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAQAKCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///83////ACQAArQEAAAUAAAAJAgAAAAIFAAAAFAJAATsAHAAAAPsCoP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuABDVGQBnNmp1QK1ydQAAAAAEAAAALQEAACEAAAAyCgAAAAARAAAASCh4KSA6ID0gIEYoeCkgK3gA/QBzALAAcwBYAF0AWADGAFgAWADAAHMAsABzAFgA9wDAAqoAAAAmBg8ASgFBcHBzTUZDQwEAIwEAACMBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEfRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAgUgAAgCBKAACAIF4AAIAgSkAAgCBIAACAIE6AAIAgSAAAgCBPQACAIEgAAIAgSAAAgCBRgACAIEoAAIAgXgAAgCBKQACAIEgAAIAgSsAAgCYAe8CAJgC7wIAgXgAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAA+gGKCgAACgCpJWaSqSVmkvoBigq43hkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) The approach of this technique is to add a shortcut or a skip connection that allows information to flow more easily from one layer to the next’s next layer. Therefore, researchers have researched and created Residual Block

**Table 3.1** Architecture of different ResNet blocks. Building blocks are shown in brackets with the number of blocks stacked.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| layer name | output size | 18-layer | 34-layer | 50-layer | 101-layer |
| conv1 |  |  | | | |
| con2\_x |  |  | | | |
|  |  |  |  |
| con3\_x |  |  |  |  |  |
| con4\_x |  |  |  |  |  |
| con5\_x |  |  |  |  |  |
|  |  |  | | | |
| FLOPs | |  |  |  |  |

## 3.2 Feature Extraction Network

Feature extraction is a crucial process in the FR task. It aims to extract the critical face components such as eyes, nose, mouth, and texture from the face image. However, this process becomes more complicated with the mask covering the face. So, choosing the feature extracting network is a critical decision. We select the refined CNN architecture ResNet-50 implemented by ArcFace work as a backbone to extract the feature. It is one of the best trade-offs between accuracy and the number of parameters. The network configuration is shown in Table 3.2. We follow [5] to modify the layer block in the third stage from the original ResNet-50 [25] architecture [3, 4, 6, 3] to [3, 4, 14, 3] layer blocks. Besides that, we use the improve the residual unit, which has a BN-Conv-BN-PReLu-Conv-BN structure and set stride = 2 for the second convolutional layer instead of the first one (as in Figure 3.3). After the last layer, we employ the batch normalization, dropout, fully connected layer, and batch normalization (BN-Dropout-FC-BN) structure to achieve the final 512-D embedding feature as output.

**Table 3.2** Architecture of different ResNet blocks. Building blocks are shown in brackets with the number of blocks stacked.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| layer name | output size | 18-layer | 34-layer | 50-layer | 100-layer |
|  |  |  |  |  |  |
| stem |  |  |  |  |  |
| con1\_x |  |  |  |  |  |
| con2\_x |  |  |  |  |  |
| con3\_x |  |  |  |  |  |
| con4\_x |  |  |  |  |  |
| FC |  |  |  |  |  |
| #Params(M) | | 24.03 | 34.14 | 43.59 | 65.16 |

|  |
| --- |
| Graphical user interface, text, application, chat or text message  Description automatically generated |

**Figure 3.3** Structure of the improved residual unit: BN-Conv(stride=1)-BN-PReLu-Conv(stride=2)-BN.

## 3.3 Attention Modules

We use the Convolutional Block Attention Module (CBAM) presented by Woo et al. [26] in our work. CBAM consists of Channel Attention Module and Spatial Attention Module, arranged in a particular order. It is a lightweight module that can smoothly integrate with any DCNN architecture. Given an input feature map ![](data:image/x-wmf;base64,183GmgAAAAAAAIAGIAIBCQAAAACwWgEACQAAAwsCAAACAJwAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIgAoAGCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7n///9ABgAA2QEAAAUAAAAJAgAAAAIFAAAAFALiAE0DHAAAAPsCNP8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAjKGQBnNuF2QK3pdgAAAAAEAAAALQEAAAwAAAAyCgAAAAADAAAAQ0hX8BIBEgGYAQUAAAAUAoABRQAcAAAA+wKg/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4ACMoZAGc24XZArel2AAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAEZ5wAIFAAAAFALiAOIDHAAAAPsCNP8AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHbIPOB2QAAAAAjKGQBnNuF2QK3pdgAAAAAEAAAALQEAAAQAAADwAQEACgAAADIKAAAAAAIAAAC0tCsBmAEFAAAAFAKAAUEBHAAAAPsCoP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHbIPOB2QAAAAAjKGQBnNuF2QK3pdgAAAAAEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAADOtMACBQAAABQCgAFDAhwAAAD7AqD+AAAAAAAAkAEAAAABAAIAEE1UIEV4dHJhADzgdkAAAAAIyhkAZzbhdkCt6XYAAAAABAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAAobTAApwAAAAmBg8ALQFBcHBzTUZDQwEABgEAAAYBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEfRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAg0YAAgCYAu8CBIYIIs4CAJgC7wIEix0hoQMAHAAACwEBAQACAINDAAIEhtcAtAIAg0gAAgSG1wC0AgCDVwAAAAAAXAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAJb6AYoKAAAKAMokZpbKJGaW+gGKCrDTGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA) of the convolutional layer, ![](data:image/x-wmf;base64,183GmgAAAAAAAOAIIAIBCQAAAADQVAEACQAAA5gCAAACAL4AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIgAuAICwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7n///+gCAAA2QEAAAUAAAAJAgAAAAIFAAAAFALiAH8HHAAAAPsCNP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAjKGQBnNuF2QK3pdgAAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAMTHOAJgBBQAAABQC4gBxBhwAAAD7AjT/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAIyhkAZzbhdkCt6XYAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAQzGYAQUAAAAUAtoBhwEcAAAA+wI0/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4ACMoZAGc24XZArel2AAAAAAQAAAAtAQAABAAAAPABAQASAAAAMgoAAAAABwAAAGNoYW5uZWwAWQBmAGYAZgBmAFkAmAEFAAAAFAKAAUAAHAAAAPsCoP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAjKGQBnNuF2QK3pdgAAAAAEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAABNMcACBQAAABQC4gASBxwAAAD7AjT/AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB2yDzgdkAAAAAIyhkAZzbhdkCt6XYAAAAABAAAAC0BAAAEAAAA8AEBAAoAAAAyCgAAAAACAAAAtLTOAJgBBQAAABQCgAFBBBwAAAD7AqD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB2yDzgdkAAAAAIyhkAZzbhdkCt6XYAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAznnAAgUAAAAUAoABZwUcAAAA+wKg/gAAAAAAAJABAAAAAQACABBNVCBFeHRyYQA84HZAAAAACMoZAGc24XZArel2AAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAKG0wAK+AAAAJgYPAHEBQXBwc01GQ0MBAEoBAABKAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghH0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAINNAAMAGwAACwEAAgCDYwACAINoAAIAg2EAAgCDbgACAINuAAIAg2UAAgCDbAAAAQEACgIAmALvAgSGCCLOAgCYBO8CBIsdIaEDABwAAAsBAQEAAgCDQwACAJgC7wIEhtcAtAIAmALvAgCIMQACAJgC7wIEhtcAtAIAmALvAgCIMQAAAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtABv6AYoKAAAKAPkjZhv5I2Yb+gGKCrDTGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA) denotes a 1D channel attention map and ![](data:image/x-wmf;base64,183GmgAAAAAAAEAJYAIBCQAAAAAwVQEACQAAA5gCAAACAL4AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAkAJCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///7n///8ACQAAGQIAAAUAAAAJAgAAAAIFAAAAFALiABAGHAAAAPsCNP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAjKGQBnNuF2QK3pdgAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMQCYAQUAAAAUAuIA+gYcAAAA+wI0/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4ACMoZAGc24XZArel2AAAAAAQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAEhXKgGYAQUAAAAUAtoBjQEcAAAA+wI0/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4ACMoZAGc24XZArel2AAAAAAQAAAAtAQAABAAAAPABAQASAAAAMgoAAAAABwAAAHNwYXRpYWyNTwBmAGYAOQA5AGYAmAEFAAAAFAKAAUAAHAAAAPsCoP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAjKGQBnNuF2QK3pdgAAAAAEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAABNV8ACBQAAABQC4gBxBhwAAAD7AjT/AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB2yDzgdkAAAAAIyhkAZzbhdkCt6XYAAAAABAAAAC0BAAAEAAAA8AEBAAoAAAAyCgAAAAACAAAAtLRDAZgBBQAAABQCgAHwAxwAAAD7AqD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB2yDzgdkAAAAAIyhkAZzbhdkCt6XYAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAzrTAAgUAAAAUAoABFgUcAAAA+wKg/gAAAAAAAJABAAAAAQACABBNVCBFeHRyYQA84HZAAAAACMoZAGc24XZArel2AAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAKG0wAK+AAAAJgYPAHEBQXBwc01GQ0MBAEoBAABKAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghH0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAINNAAMAGwAACwEAAgCDcwACAINwAAIAg2EAAgCDdAACAINpAAIAg2EAAgCDbAAAAQEACgIAmALvAgSGCCLOAgCYBO8CBIsdIaEDABwAAAsBAQEAAgCIMQACAJgC7wIEhtcAtAIAmALvAgCDSAACAJgC7wIEhtcAtAIAmALvAgCDVwAAAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAMT6AYoKAAAKAEwjZsRMI2bE+gGKCrDTGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA) denotes a 2D spatial attention map. The overall CBAM process shows as follows:

|  |
| --- |
| A picture containing text  Description automatically generated |

**Figure 3.4** The overall structure of the CBAM.

|  |  |
| --- | --- |
|  | (2) |

where ![](data:image/x-wmf;base64,183GmgAAAAAAAIABoAECCQAAAAAzXgEACQAAAyEBAAACAH4AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKgAYABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///83///9AAQAAbQEAAAUAAAAJAgAAAAIFAAAAFAJAATUAHAAAAPsCoP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHbIPOB2QAAAAAjKGQBnNuF2QK3pdgAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAxHnAAn4AAAAmBg8A8QBBcHBzTUZDQwEAygAAAMoAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEfRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIEhpcixAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAD6AYoKAAAKAAlEZlYJRGZW+gGKCrDTGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA) denotes element-wise multiplication and ![](data:image/x-wmf;base64,183GmgAAAAAAAMABwAEECQAAAAAVXgEACQAAA14BAAACAIgAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAcABCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///7n///+AAQAAeQEAAAUAAAAJAgAAAAIFAAAAFALiAEcBHAAAAPsCNP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAjKGQBnNuF2QK3pdgAAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAJyccAJgBBQAAABQCgAFFABwAAAD7AqD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAIyhkAZzbhdkCt6XYAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAARifAAogAAAAmBg8ABgFBcHBzTUZDQwEA3wAAAN8AAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEfRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAg0YAAwAcAAALAQEBAAIAgicAAgCCJwAAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AXPoBigoAAAoAnjZmXJ42Zlz6AYoKsNMZAAQAAAAtAQAABAAAAPABAQADAAAAAAA=) is the final output of the feature maps or refined feature maps.

### 3.3.1 Channel Attention Module
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|  |
| --- |
| Logo  Description automatically generated |

**Figure 3.5** The structure of the channel attention module.

|  |  |
| --- | --- |
|  | (2) |
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### 3.3.2 Spatial Attention Module
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|  |
| --- |
| A picture containing text, clock  Description automatically generated |

**Figure 3.6** The structure of the spatial attention module.

|  |  |
| --- | --- |
|  | (2) |
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## 3.4 Network Architecture
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|  |
| --- |
|  |

**Figure 3.7** The overall structure of the proposed network architecture. The convolutional block attention module (CBAM) is integrated into each output of the block.

## 3.5 Loss Function

In DCNN, the loss function plays a critical role in learning discriminative features. It helps to optimize the model and stabilize the training process. Softmax loss is the traditional loss function most widely used in the classification task. The softmax function is presented as follows:

|  |  |
| --- | --- |
|  | (1) |
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|  |  |
| --- | --- |
|  | (1) |
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|  |  |
| --- | --- |
|  | (1) |
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|  |  |
| --- | --- |
|  | (1) |

where ![](data:image/x-wmf;base64,183GmgAAAAAAAIABAAICCQAAAACTXQEACQAAA1sBAAACAIYAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAoABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///63///9AAQAArQEAAAUAAAAJAgAAAAIFAAAAFAK6AfQAHAAAAPsCNP8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAjKGQBnNuF2QK3pdgAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAaRGYAQUAAAAUAmABWwAcAAAA+wKg/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4ACMoZAGc24XZArel2AAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHkAwAKGAAAAJgYPAAEBQXBwc01GQ0MBANoAAADaAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghH0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAIN5AAMAGwAACwEAAgCDaQAAAQEAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0APvoBigoAAAoAgi1mPoItZj76AYoKsNMZAAQAAAAtAQAABAAAAPABAQADAAAAAAA=) is the true logit. Add an angular margin penalty ![](data:image/x-wmf;base64,183GmgAAAAAAAIABQAEDCQAAAADSXgEACQAAAyABAAACAH0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAYABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///y0AAABAAQAAbQEAAAUAAAAJAgAAAAIFAAAAFALgADsAHAAAAPsCoP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAjKGQBnNuF2QK3pdgAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAbQDAAn0AAAAmBg8A8ABBcHBzTUZDQwEAyQAAAMkAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEfRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAg20AAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAA+gGKCgAACgDYLGZN2CxmTfoBigqw0xkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) between ![](data:image/x-wmf;base64,183GmgAAAAAAACACQAIBCQAAAABwXgEACQAAA5YBAAACAI8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAiACCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///63////gAQAA7QEAAAUAAAAJAgAAAAIFAAAAFALvAZ0BHAAAAPsCbf8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAHjUGQBnNuF2QK3pdgAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAaQAmAQUAAAAUAroBRQEcAAAA+wI0/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AeNQZAGc24XZArel2AAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHkAmAEFAAAAFAJgARoAHAAAAPsCoP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAHjUGQBnNuF2QK3pdgAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABXAMACjwAAACYGDwATAUFwcHNNRkNDAQDsAAAA7AAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIR9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgCDVwADABsAAAsBAAIAg3kAAwAbAAAMAQACAINpAAABAQAACwEBAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtALP6AYoKAAAKAGczZrNnM2az+gGKCiDeGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)and ![](data:image/x-wmf;base64,183GmgAAAAAAAGABAAIBCQAAAABwXQEACQAAA1sBAAACAIYAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAmABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///63///8gAQAArQEAAAUAAAAJAgAAAAIFAAAAFAK6Ad4AHAAAAPsCNP8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAjKGQBnNuF2QK3pdgAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAaZ6YAQUAAAAUAmABSwAcAAAA+wKg/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4ACMoZAGc24XZArel2AAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHg4wAKGAAAAJgYPAAEBQXBwc01GQ0MBANoAAADaAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghH0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAIN4AAMAGwAACwEAAgCDaQAAAQEAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0ACfoBigoAAAoAnjhmCZ44Zgn6AYoKsNMZAAQAAAAtAQAABAAAAPABAQADAAAAAAA=) to simultaneously enhance the embedding features. That means the embedding features belonging to the same class gather together, and those belonging to different classes get away from each other. Finally, the ArcFace loss function is defined as follows:

|  |  |
| --- | --- |
|  | (1) |

# Experiments and Results

## 4.1 Datasets

In the past years, many face recognition datasets have been available publicly. It provides possibilities for human facial recognition methods based on deep learning to achieve superior accuracy. The datasets include CASIA-WebFace [57], CelebA [58], VGGFace2 [52], MS-Celeb-1M [59]. In this research thesis, we selected CASIA-WebFace [57], one of the most popular datasets for the training model.

### 4.1.1 Proposed Masked Face Dataset

Many research areas use deep learning methods. However, using deep learning methods requires large-scale data samples for training. There are no widely used standard benchmarks of masked face datasets available to the public. Although the deep learning method has been performing well in recent years, the lack of masked image datasets has made it difficult for a model to learn all significant feature maps. We develop a new simulated masked face dataset generated from the existing face recognition dataset to handle these difficulties. As mentioned above, we selected CASIA-WebFace [57] dataset as our model training dataset for MFR tasks. Next section, we will describe datasets generation in more detail.

### 4.1.2 Dataset Generation

In this section, we talk about the process of datasets generation. As shown in Figure 4.2, there are many steps to generate the simulated masked face datasets. Anwar and Raychowdhury [10] proposed a toolkit for masking faces in images so-called MaskTheFace. MaskTheFace can generate the masked face based on a face landmarks detector to construct masked face datasets. This tool supports different types of masks as well. However, the masked face images generated by this tool are not well aligned, resized, and rotated, which makes it difficult for model training. We need to handle more work and integrate with that tool to produce better and more efficient datasets. Kaipeng Zhang et al. [60] proposed a deep cascaded multitask CNNs-based framework, so-called Multi-task Cascaded Convolutional Networks (MTCNN), for joining face detection and alignment in unconstrained environments. First, we used MTCNN to detect faces from the raw images and obtain five facial landmark key points: nose, right-eye, left-eye, right-mouth, left-mouth, and then we aligned, rotated, and resized the face image to pixels. MTCNN detects faces and obtains five key points. It is still challenging to overlay a mask on the face and generate more realistic masked face datasets. Therefore, to obtain more detail on face detection, we use the Dlib library to detect 68 key points of the face [61]. Lastly, we calculate the mask positions of the face and select the suitable mask template. We use standard mask templates (surgical, cloth, N95, KN95) and overlay different patterns and colors to cover the masks on the faces. Figure 4.1 shows the sample of standard mask templates.

|  |
| --- |
|  |

**Figure 4.1** The standard mask templates.

|  |
| --- |
|  |

**Figure 4.2** The generation diagram of the masked face dataset.

### 4.1.3 Training Dataset

In this work, we conduct the model training on the CASIA-WebFace\_m dataset. CASIA-WebFace\_m is generated from CASIA-WebFace [57] dataset. This dataset is a large-scale public face recognition dataset. It contains 494,414 images of 10,575 unique identities. The generated masked face image version is combined with the original regular face images to produce CASIA-WebFace\_m for the training model. It means the total training samples are double the size of the original dataset.

We select this dataset over other datasets depending on three main points:

* It is a well-known large-scale face dataset widely used in face recognition tasks and available in public;
* It is a dataset that creates with the specific purpose to motivate more researchers to build more new face datasets or enlarge this existing dataset;
* Easy to train with high-performance baseline deep CNNs for face recognition.

|  |
| --- |
|  |

**Figure 4.3** Sample images from CASIA-WebFace\_m dataset.

### 4.1.4 Validation Dataset

We conduct the model evaluation on four datasets in this work such as LFW\_m, AgeDB-30\_m, CFP-FP\_m, and MFR2. Three datasets are generated from the most widely used dataset benchmark for facial recognition LFW [62], AgeDB [63], and CFP [64], respectively; MFR2 [10] is a real masked face dataset.

* LFW\_m is generated from the LFW dataset. LFW is a public benchmark dataset, and It is the most commonly used for face verification. This dataset contains 5,749 unique identities and a total of 13,233 face images. In the experiments, this paper follows the LFW standard protocol using 6,000 pre-defined comparison pairs, of which 3,000 pairs have the same identities, and another 3,000 pairs have different identities.
* AgeDB-30\_m is generated from the public benchmark dataset AgeDB. AgeDB is an unconstrained face recognition dataset and is most commonly used for cross-age face verification. This dataset contains 568 unique identities and a total of 16,588 face images. In the experiment, this paper follows the protocol of AgeDB-30 using 6,000 pre-defined comparison pairs, of which 3,000 pairs have the same identities, and another 3,000 pairs have different identities.
* CFP-FP\_m is generated from the public benchmark dataset CFP. The 500 celebrities in frontal and profile view are in the CFP dataset. This dataset has two verification protocols, CFP-FF and CFP-FP. In the experiment, this paper follows the CFP-FP protocol using 7,000 pre-defined comparison pairs, of which 3,500 pairs have the same identities, and another 3,500 pairs have different identities.
* MFR2 is a small real masked face dataset. It contains 53 identities of celebrities and politicians with 269 images, and each identity has an average of five images. This dataset consists of strange mask patterns. This paper selects 800 pairs of images as real masked face verification in the experiment. It means 400 pairs have the same identities, and 400 pairs have different identities.

**Table 4.1** Summary of datasets used for model training and evaluation.

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| **Dataset** | **Type** | | **Identities** | | **Images** | **Pairs** |
| CASIA-WebFace\_m | Simulated | | 10,575 | | 789,296 | - |
| LFW\_m | Simulated | | 5,749 | | 12,000 | 6,000 |
| AgeDB-30\_m | Simulated | | 568 | | 16,588 | 6,000 |
| CFP-FP\_m | Simulated | | 500 | | 7,000 | 7,000 |
| MFR2 | Real masked image | | 53 | | 269 | 800 |
|  | |  | |  | | |
| LFW\_m | | AgeDB-30\_m | | CFP-FP\_m | | |

**Figure 4.4** Sample images of validation datasets LFW\_m, AgeDB-30\_m, and CFP\_FP\_m. Each dataset has two columns of corresponding images.

|  |
| --- |
|  |

**Figure 4.5** Sample images of real masked face validation datasets MFR2. Each identity has two columns of images.

## 4.2 Experimentation Details

Initially, this work follows [5] to generate the normalized face crops (112 × 112) in the data processing. This paper applies Barch-Normalization (BN) [65]-Dropout [66] structure after the last convolutional layer to get the output embedding feature 512D. Dropout can effectively help avoid over-fitting and obtain a better generalization for deep face recognition. In the experiment, the dropout parameter is set to 0.4. Feature scale *![](data:image/x-wmf;base64,183GmgAAAAAAACABQAEECQAAAAB1XgEACQAAAyABAAACAH0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAASABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///y0AAADgAAAAbQEAAAUAAAAJAgAAAAIFAAAAFALgAEAAHAAAAPsCoP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAHjUGQBnNmp1QK1ydQAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAcwDAAn0AAAAmBg8A8ABBcHBzTUZDQwEAyQAAAMkAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEfRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAg3MAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAA+gGKCgAACgAJQ2acCUNmnPoBigog3hkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)* and angular margin penalty ![](data:image/x-wmf;base64,183GmgAAAAAAAIABQAEDCQAAAADSXgEACQAAAyABAAACAH0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAYABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///y0AAABAAQAAbQEAAAUAAAAJAgAAAAIFAAAAFALgADsAHAAAAPsCoP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAjKGQBnNtB3QK3YdwAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAbQDAAn0AAAAmBg8A8ABBcHBzTUZDQwEAyQAAAMkAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEfRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAg20AAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAAjgWKAAAACgAOLmZpDi5maY4FigCw0xkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) are 64 and 0.5, respectively. All experiments in this work are implemented by Pytorch [67], an open-source deep learning framework. The batch size is 128, and the model trains on NVIDIA Quadro RTX 6000 (48GB) GPUs. The overall model architecture is trained up to 100 epochs, and the only CASIA-WebFace\_m dataset is used to train the model. The learning rate is 0.01 and divided by ten at 13 and 21 epochs. In addition, this paper sets the momentum to 0.9 and weight decay 5e-4.

## 4.3 Evaluation Metrics

### 4.3.1 Accuracy

Accuracy is one of the metrics to describe the accuracy of an algorithm on a classification task. It is the number of samples that are paired divided by the number of samples. It can be computed as follows:

|  |  |
| --- | --- |
|  | (2) |

where TP, TN, FP, and FN are true positive, true negative, false positive, and false negative, respectively.

### 4.3.2 Precision

Precision is a metric that determines the number of accurate positive predictions. Precision, therefore, computes the accuracy for the minority class. It is computed as the ratio of correctly predicted positive samples divided by the predicted number of positive samples. There are two types of classification tasks that use precision metrics. One is binary classification, and the other one is multi-class classification. In an imbalanced classification issue with binary classification, precision is computed as all True Positives divided by the total number of True Positives sum with False Positives. The result is a value between (no precision) and (full or perfect precision). It can be computed as follows:

|  |  |
| --- | --- |
|  | (2) |

Precision is not restricted to binary classification issues. In an imbalanced classification issue with more than two classes (multi-class classification), precision is measured by dividing the total number of True Positives across all classes by the total number of True Positives and False Positives. It can be computed as follows:

|  |  |
| --- | --- |
|  | (2) |

where TP denotes true positive, and FP denotes false positive.

### 4.3.3 Recall

The recall is a metric that measures the number of correct positive predictions made from all positive predictions that could have been made. As opposed to the precision that only comments on the correct positive predictions out of all positive predictions, it indicates missed positive predictions. Not different from precision, recall is also used in binary and multi-class classification. In an imbalanced classification issue with two classes, recall is computed as all True Positives divided by the total number of True Positives sum with False Negatives. The result is a value between (no recall) and (full or perfect recall). It can be computed as follows:

|  |  |
| --- | --- |
|  | (2) |

The recall function is not restricted to binary classification issues. In an imbalanced classification issue with more than two classes, recall is computed as the total number of True Positives across all classes divided by the sum of True Positives and False Negatives across all classes. It can be computed as follows:

|  |  |
| --- | --- |
|  | (2) |

where TP denotes true positive, and FN denotes false negative.

### 4.3.3 F1 score

The F1 score allows combining precisions and recalls into a single measure that captures both properties. Alone, neither precision nor recall tells the whole story. We can have high precision with poor recall, or alternately, terrible precision with perfect recall. The F1 score comes up with a way to express precision and recall with a single score. Once precision and recall have been calculated for a binary or multi-class classification problem, the two scores can be combined into calculating the F-1 score. It can be computed as follows:

|  |  |
| --- | --- |
|  | (2) |

## 4.4 Evaluation Results

In this section, the reports of the model evaluation results are described. We performed experiments in the face verification task and used the 10-fold cross-validation technique to evaluate the predictive model by randomly dividing the evaluation dataset into ten partitions. Nine partitions turn into a training set, remaining as a validation set. The model was evaluated on simulated masked face images LFW\_m, AgeDB-30\_m, CFP-FP\_m, and real masked face images MFR2. The model extracts features of all face pairings and then computes the cosine similarities between the face pairs. The accuracy is expressed as a percentage of right predictions, with the highest accuracy being chosen as the threshold. The verification performance results of the 10-fold cross-validation are shown in Table 4.2. Table 4.3 reported measuring the performance of the model with precision, recall, and f1 score metrics.

**Table 4.2** Verification accuracy results (%) of 10-fold cross-validation on the validation dataset.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **10-fold** | **LFW\_m** | **AgeDB-30\_m** | **CFP-FP\_m** | **MFR2** | |
| 1 | 99.83 | 97.14 | 96.67 | 92.50 | |
| 2 | 99.33 | 96.71 | 98.00 | 100.00 | |
| 3 | 99.33 | 97.00 | 98.17 | 96.25 | |
| 4 | 99.50 | 96.57 | 99.86 | 96.25 | |
| 5 | 99.33 | 99.00 | 96.50 | 98.75 | |
| 6 | 99.17 | 96.14 | 96.83 | 95.00 | |
| 7 | 99.33 | 96.86 | 97.50 | 95.00 | |
| 8 | 99.33 | 97.00 | 95.33 | 96.25 | |
| 9 | 99.67 | 98.29 | 97.00 | 96.25 | |
| 10 | 99.33 | 96.43 | 97.33 | 96.25 | |
| Average | **99.41** | **97.11** | **96.88** | **96.25** | |
|  | | | | |
| **Figure 4.6** The accuracy curve of the training model | | | | |

|  |
| --- |
|  |

**Figure 4.7** The loss curve of the training model.

As reported in Table 4.2, the proposed method achieved high performance in the face verification task. The average accuracy rate of 10-fold cross-validation on the LWW\_m, AgeDB-30\_m, and CFP-FP datasets reached, 99.41%, 97.11%, 96.88%, respectively. However, MFR2 achieved 96.25% since this dataset contained different facial postures, expressions, and cloth masks in different textures and colors.

**Table 4.3** Results of accuracy, precision, recall, and f1 score (%).

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Dataset** | **Accuracy** | **Precision** | **Recall** | **F1 score** |
| LFW\_m | 99.41 | 99.26 | 99.56 | 99.40 |
| AgeDB-30\_m | 97.11 | 95.02 | 99.17 | 97.05 |
| CFP-FP\_m | 96.88 | 95.73 | 97.99 | 96.85 |
| MFR2 | 96.25 | 95.50 | 97.05 | 95.55 |

### 4.4.1 Comparison with FR methods

We conducted experiments with other state-of-the-art FR methods. Only our method used the CASIA-WebFace\_m dataset, and other methods used the original CASIA-WebFace dataset from scratch. We compared the verification accuracies by validating on the same validation dataset. The result reports are shown in Table 4.4.

**Table 4.4** Comparison of face verification results (%) on validation dataset with different methods.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **Method** | **Training**  **Dataset** | **Validation Dataset** | | | |
| **LFW\_m** | **AgeDB-30\_m** | **CFP-FP\_m** | **MFR2** |
| CosFace [4] | CASIA-Webface | 95.23 | 93.40 | 92.21 | 63.00 |
| Softmax [5] | CASIA-Webface | 96.68 | 93.50 | 94.78 | 69.75 |
| ArcFace [5] | CASIA-Webface | 96.85 | 94.10 | 95.10 | 71.87 |
| **Ours** | CASIA-Webface\_m | **99.41** | **97.11** | **96.88** | **96.25** |

As reported in Table 4.4, we observed that our method yielded much better results in both generated masked face images and real masked face images. The accuracy rates with generated images results of the existing FR methods are high and comparable. However, the accurate rates with real mask images drop down remarkably. These results prove that our proposed method is superior to the other FR methods.

### 4.4.2 Comparison with MFR methods

Several MFR methods are performed with their proposed training and validation dataset. In this section, we separated the comparison into two parts. We compared our results with other results in the first part, as shown in Table 4.5.

**Table 4.5** Comparison of face verification (%) with different methods.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **Method** | **Training**  **Dataset** | **Validation Dataset** | | | |
| **LFW\_m** | **AgeDB-30\_m** | **CFP-FP\_m** | **MFR2** |
| Huang et al.  [40] | WebFace-OCC | 97.08 | 87.18 | 86.07 | - |
| Anwar et al.  [10] | VGGFace2-mini-SM | 97.25 | **-** | **-** | 95.99 |
| Ours | CASIA-WebFace\_m | **99.41** | **97.11** | **96.88** | **96.25** |

In the second part, we conducted another experiment to compare the current method MFCosface [12] with their masked dataset VGG-Face2\_m. We followed them using 400 pairs of the MFR2 dataset for face verification. The verification performance results of the 10-fold cross-validation are shown in Table 4.6; accuracy, precision, recall, and f1 score results are shown in Table 4.7. The accuracy comparison results with the MFCosface method are shown in Table 4.8.

**Table 4.6** Verification accuracy results (%) of 10-fold cross-validation on the validation dataset.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **10-fold** | **LFW\_m** | **AgeDB-30\_m** | **CFP-FP\_m** | **MFR2** |
| 1 | 99.67 | 95.50 | 98.29 | 100.00 |
| 2 | 99.67 | 96.00 | 96.14 | 95.00 |
| 3 | 99.33 | 96.50 | 97.86 | 100.00 |
| 4 | 99.33 | 95.33 | 96.43 | 100.00 |
| 5 | 99.50 | 95.17 | 98.43 | 97.50 |
| 6 | 99.33 | 95.17 | 97.14 | 100.00 |
| 7 | 98.67 | 96.50 | 94.86 | 100.00 |
| 8 | 99.00 | 94.33 | 96.57 | 97.50 |
| 9 | 100.00 | 94.50 | 97.71 | 100.00 |
| 10 | 99.67 | 94.83 | 96.43 | 100.00 |
| Average | **99.41** | **95.38** | **96.98** | **99.00** |

**Table 4.7** Results of accuracy, precision, recall, and f1 score (%) with the VGG-Face2\_m dataset.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Dataset** | **Accuracy** | **Precision** | **Recall** | **F1 score** |
| LFW\_m | 99.41 | 99.26 | 99.56 | 99.40 |
| AgeDB-30\_m | 95.38 | 93.10 | 98.11 | 95.53 |
| CFP-FP\_m | 96.98 | 96.17 | 98.40 | 97.27 |
| MFR2 | 99.00 | 95.50 | 98.54 | 99.02 |

**Table 4.8** Comparison of face verification (%) with different methods.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **Method** | **Training**  **Dataset** | **Validation Dataset** | | | |
| **LFW\_m** | **AgeDB-30\_m** | **CFP-FP\_m** | **MFR2** |
| MFCosface | VGG-Face2\_m | 99.33 | **-** | **-** | 98.50 |
| Ours | VGG-Face2\_m | **99.41** | **95.38** | **97.30** | **99.00** |

### 4.4.3 Ablation Experiment

In order to prove the effectiveness of our method, ablation experiments were performed. We applied all experimental settings, such as image size, batch size, learning rate, and more, same as our previous experiments. First, we experimented with the CBAM module on our masked face dataset and then explored each attention module with the backbone. We search for an effective approach to channel attention and then spatial attention with our backbone network. After then, we evaluated the model on all validation datasets. Table 4.9 shows the performant reports of the ablation experiments.

**Table 4.9** Ablation experiment results of the attention module.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Method** | **LFW\_m** | **AgeDB-30\_m** | **CFP-FP\_m** | **MFR2** |
| CBAM | 98.38 | 93.85 | 95.97 | 94.62 |
| Backbone + channel | 98.98 | 95.26 | 97.37 | 94.75 |
| Backbone + spatial | 98.96 | 95.38 | 96.67 | 93.37 |
| **Ours** | **99.41** | **97.11** | **96.88** | **96.25** |

# Conclusion and Future Works

This thesis contributed to solving the masked face recognition problems using deep learning technology. Traditional methods based on deep learning can address common face recognition problems and achieve high performance. However, the performance drops dramatically when a face image is covered with a mask. This work introduced new network architecture based on an attention mechanism and an angular margin loss function. New simulated masked face images were generated by a data augmentation tool for model training and evaluation to handle the insufficient masked face datasets. The refined CNNs architecture ResNet-50 was employed as a backbone to extract face features. The attention module was adopted into each ResBlock to focus on the most informative part around the eyes of the masked face images and obtain more discriminative feature information. Angular margin loss ArcFace optimized the feature embedding to increase similarity for the intra-class samples and diversity for the inter-class samples.

Experiments in training and validation on the generated masked face and real masked image datasets found that the proposed method provided outstanding performance and a better recognition rate. Despite the success of this approach, there is still room for improvement. Future research is to improve the method to solve masked faces recognition with different postures, expressions, illumination, and wearing a hat.
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